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Abstract: The electronic spectrum of the blue copper protein plastocyanin has been studied by ab initio
multiconfigurational second-order perturbation theory (the CASPT2 method). The six lowest electronic transitions
have been calculated and assigned with an error of less than 2000 cm-1. The singly occupied orbital in the ground
state is Cu 3d-SCys3pπ antibonding with some NHis 2pσ character. The bright blue color originates from an electron
transfer to this orbital from the corresponding Cu 3d-SCys 3pπ bonding orbital. The influence of different ligand
models on the spectrum has been thoroughly studied; Cu(imidazole)2(SCH3)(S(CH3)2)+ as a model of CuHis2CysMet
is the smallest system that gives converged results. The spectrum is surprisingly sensitive to changes in the geometry,
especially in the Cu-S bond distances; a 5 pmchange in the Cu-SCys bond length may change the excitation
energies by as much as 2000 cm-1. The effect of the surrounding protein and solvent on the transition energies has
been modeled by point charges and is found to be significant for some of the transitions (up to 2000 cm-1).

1. Introduction

Blue or type 1 copper proteins have long attracted chemists’
interest by their intense blue color, distinctive electron para-
magnetic resonance spectra, and unusually high reduction
potentials.1,2 A typical example is plastocyanin, a protein that
plays a key role in photosynthesis, being a mobile electron
shuttle between reduced cytochromef in the cytochromeb6f
complex and pigmentP700+ of photosystem I in the photo-
synthetic electron transport chain of higher plants and algae.
High-resolution crystal structures are known for plastocyanin3-5

and several other proteins of this group, native as well as
engineered.2 Although Cu2+ normally forms tetragonal com-
plexes, the crystal structure of blue copper proteins invariably
shows a trigonal copper ion bound in a distorted plane formed
by a cysteine thiolate group at an unusually short distance (207-
220 pm) and two histidine nitrogen atoms at normal distances
(190-210 pm). In addition, a methionine sulfur atom, and in
some proteins also a backbone amide oxygen, binds in an axial
position at a large distance (260-330 pm).2-5

The electronic spectra of several blue copper proteins are
well-characterized and have been recorded by visual and near-
infrared absorption spectroscopy, circular dichroism, and mag-
netic circular dichroism.1,6-8 The spectra show a prominent
peak around 16 700 cm-1 (600 nm) that gives rise to the blue
color, and a weaker band around 12 000 cm-1 (830 nm). In
addition, some proteins, e.g. stellacyanin and nitrite reductase,
have a third peak near 22 000 cm-1 (450 nm).6,9 By a Gaussian

resolution of the spectrum, additional bands can be discerned;
for plastocyanin, in total nine different absorption bands have
been reported.6,8 The dominant blue band in the protein
spectrum is considerably more intense than absorption bands
of normal inorganic copper complexes; the molar extinction
coefficient,ε, amounts to 1000-6000 M-1 cm-1 for blue copper
proteins, compared toε < 100 M-1 cm-1 for normal tetragonal
copper complexes.8

Solomon and co-workers have studied the electronic spectrum
of plastocyanin using the density functional XR scattered-wave
method.8,10 They obtain a ground state with a singly occupied
orbital that is an antibonding mixture of a Cu 3d orbital (42%)
and a SCys 3pπ orbital (36%).8 The four bands with the lowest
excitation energies are attributed to copper ligand-field transi-
tions and the dominant blue band is assigned to a charge-transfer
transition from the bonding SCys pπ orbital (at 16 940 cm-1).
In addition, a prominent band at 18 700 cm-1, hidden in the
dominant blue band, is assigned to a transition from a so-called
SCys pseudo-σ orbital. Although the error in the predicted
transitions is small for the four central bands, including the
dominant blue band (less than 2000 cm-1), the calculations are
more approximate for the low- and high-energy bands, with
errors in some cases exceeding 10 000 cm-1.
Larssonet al. have recently published a calculation of the

spectra of azurin and some blue copper protein mutants, using
the semiempirical CNDO/S method.11 They also obtain a
ground state with a singly occupied antibonding Cu 3d-SCys
3pπ orbital, now with 32% Cu and 50% SCys character. The
most intense transition is calculated around 13 800 cm-1 and
corresponds to an excitation from the bonding Cu-SCys pπ
orbital. In variance with Solomon, they predict that three of
the ligand-field transitions should have higher excitation energies
than the dominant blue band.
Both CNDO/S and XR are semiempirical methods that

depend on a number of adjustable parameters, and they do not
give a consistent description of the electronic structure and the
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spectrum. It would, therefore, be satisfying if a more stringent
method could be used. The recently developed ab initio
CASPT2 method (multiconfigurational second-order perturba-
tion theory) has shown to be very promising for the interpreta-
tion of electronic spectra;12,13a large number of chromophores
have been investigated with this method, and the error in the
transition energies is less than 2000 cm-1 with few exceptions.
The method has been used in a number of successful studies of
ligand-field and charge-transfer spectra of transition-metal
complexes.13 These results have shown that accurate excitation
energies can be obtained also for complex systems. We
therefore expect to obtain results of the same quality.
This paper presents results from CASPT2 calculations of the

electronic spectrum of several realistic models of the active-
site copper ion in the blue protein plastocyanin. The sensitivity
of the results to the choice to the model system, the geometry,
and the basis sets have been investigated, as well as the influence
of the surrounding protein on the spectrum. The results are
encouraging: the six lowest transitions in the spectrum are
predicted with an error of less than 2000 cm-1. A full
assignment of the spectrum is provided in the energy range up
to 20 000 cm-1.

2. Methods and Details of the Calculations

2.1. Geometry Optimizations. The copper coordination sphere
in plastocyanin consists of two histidines, one cysteine, and a more
distant methionine ligand. These ligands were modeled in several
different ways: histidine was modeled either as ammonia or imidazole,
cysteine as SH-, SCH3-, or SC2H5

-, and methionine as SH2 or S(CH3)2.
The structures of the different model complexes were optimized with
the hybrid density functional method MB3LYP as implemented in the
Mulliken-2.31h software (unrestricted formalism).14 This method

differs slightly from B3LYP defined in the Gaussian software15 in that
it uses the Ceperley-Alder solution to the uniform electron gas in the
Vosko-Wilk-Nusair correlation functional (this is the fit recommended
by the authors16). Hybrid density functional methods have been shown
to give as good or better geometries as correlated ab initio methods
for first-row transition-metal complexes.17-19 The full geometry of the
models was optimized until the maximum and root-mean-square
gradients were below 22 and 15 J mol-1 pm-1, and the maximum and
root-mean-square changes in geometry were below 0.079 and 0.053
pm, respectively, using the standard fine grid.14

The basis set for copper was the double-ú basis (62111111/3111/
311) of Scha¨fer et al.,20 enhanced with diffuse p, d, and f functions
with exponents 0.174, 0.132, and 0.390, and 6-31G* for the other
atoms.21 Only the pure 5d and 7f functions were used. Both the basis
sets and the grid have been thoroughly tested and shown to give accurate
results for similar copper complexes.22 In order to minimize the
computational effort in the calculations of the spectra,Cs symmetry
was imposed during the geometry optimizations. However, some
calculations using the experimental geometry without symmetry were
also performed.
Some geometry parameters of all optimized model systems used in

the spectrum calculations are listed in Table 1. The optimized structure
of Cu(imidazole)2(SCH3)(S(CH3)2)+ is shown in Figure 1. All systems
are in the conformation most similar to the crystal structure, i.e. with
the dihedral angle SMet-Cu-SCys-CCys≈ 0°. As we have discussed
before, the structures optimized in vacuum are very similar to the
experimental structure. This indicates that hypotheses suggesting that
the protein strains the cupric geometry are not correct.22

Throughout the discussion, a coordinate system is defined in the
following way: the copper ion is at the origin, thez axis is along the
Cu-SMet bond, and the Cu-SCysbond is situated in thexzplane. Thus,
the coordinate system is defined in the same way as made by Larsson
et al.,11 but thex axis is turned 45° around thez axis compared to the
coordinate system used by Solomonet al.8

2.2. Calculations of the Spectrum. The calculations of the
electronic spectra of the model complexes were performed by the
CASSCF/CASPT2 method (second-order perturbation theory with a
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Table 1. Comparison of the Optimized Structure of the Different Model Complexes with the Crystal Structures of Blue Copper Proteins

distance to Cu (pm) angle subtended at Cu (deg)

complex SMet SCys N SMet-SCys SMet-N SCys-N N-N

Cu(NH3)2(SH)(SH2)+ 284 217 207 110 93 124 103
Cu(NH3)2(SCH3)(SH2)+ 288 217 208 113 92 123 104
Cu(NH3)2(SH)[S(CH3)2]+ 258 218 209 114 98 121 102
Cu(NH3)2(SCH3)[S(CH3)2]+ 258 218 211 121 96 119 103
Cu(NH3)2(SC2H5)[S(CH3)2]+ 258 218 211 121 96 119 103
Cu(imidazole)2(SH)(SH2)+ 291 217 202 108 93 124 106
Cu(imidazole)2(SCH3)(SH2)+ 297 217 203 112 91 123 108
Cu(imidazole)2(SH)[S(CH3)2]+ 262 219 203 112 97 121 104
Cu(imidazole)2(SCH3)[S(CH3)2]+ 262 218 205 119 95 119 105
Cu(imidazole)2(SC2H5)[S(CH3)2]+ 262 218 205 119 95 119 105

plastocyanina 282 207 191-206 110 89-101 121-132 97
experimental averageb 283 212 206 111 98 120 103

a The experimental structure of poplar plastocyanin.5 b The average geometry of 18 different blue copper proteins.22
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multiconfigurational reference wave function).13,23,24 For Cu(imidazole)2-
(SH)(SH2)+ without symmetry, the CASSCF wave function was
obtained by distributing 13 electrons in an active space of 12 orbitals,
consisting of the five Cu 3d orbitals, five correlating Cu 4d orbitals,
and the SCys 3pσ andπ lone-pair orbitals. This active space can be
used to describe the ground state and the six lowest excited states in
the spectrum. The need for a second d shell in the active space has
been discussed in earlier applications to transition-metal spectroscopy.13

A larger number of excited states can be studied for complexes in
Cs symmetry, by allowing different active spaces for states of different
symmetry. For the complexes containing imidazole, 13 electrons were
correlated in 12 active orbitals, consisting of Cu 3d and 4d and two
ligand orbitals belonging to the symmetry representation of the
calculated state. For the complexes containing NH3, only 11 active
orbitals were used for the calculation of the A′′ states, since the highest
d2A′′ state is an imidazoleπ to Cu 3d charge-transfer state that is absent
in the NH3 systems. In all cases, only one state-averaged CASSCF
calculation was performed for all states belonging to the same symmetry
representation (A′ or A′′ in Cs, A in C1) with equal weights for all
states included.
In the CASPT2 calculations all electrons originating from S 3s,3p,

C 2s,2p, N 2s,2p, H 1s, and Cu 3s,3p,3d were correlated (113 in the
largest system). The effect of correlating the semicore Cu 3s,3p
electrons was investigated in more detail for Cu(NH3)2(SH)(SH2)+, by
comparing the results obtained for the CASPT2 excitation energies both
with and without the inclusion of the 3s,3p electrons in the correlation
treatment with a large basis set. Relativistic corrections (Darwin and
mass-velocity) were added to all CASPT2 excitation energies. They
were obtained using first-order perturbation theory at the CASSCF level.
The CASPT2 calculations were performed using a level-shift

technique in order to remove intruder states.25,26 The presence of
intruder states is manifested by a sudden drop of the CASSCF reference
weight in the final first-order CASPT2 wave function. On the basis
of the results of a series of test calculations on Cu(imidazole)2(SH)-
(SH2)+,26 a level shift of 0.3 eV was used in all calculations (in the
calculations for the e2A′ state in the two largest models it had to be
increased to 0.35). The effect of the level shift on the second-order
energy was removed by a back-correction technique (the LS correc-
tion).25

The CASSCF/CASPT2 calculations were performed using generally
contracted atomic natural orbital (ANO) type basis sets.27 Four basis
sets of different sizes were used. They are described in Table 2. Due
to the size of the models studied (up to 36 atoms), moderate-
size contracted basis sets were employed, including an f-type polariza-
tion function on Cu and a d function on S, but no polarization functions
on C, N, and H. For the models involving NH3, a [2s] contracted set
was used for all hydrogen atoms (basis A), while for the imidazole

model systems, the size of the hydrogen basis set was further reduced
to [1s] for all hydrogens except those directly bound to sulfur (basis
B). Basis C consists of considerably larger contracted sets on all atoms
and was used to estimate the basis set truncation error. Finally, basis
D was constructed with the purpose of providing a more accurate
description of the Cu 3s,3p correlation effects, by uncontracting the
appropriate primitives in the 3s,3p,3d region.
For the six lowest excited states in the spectra, oscillator strengths

were calculated using the CAS State-Interaction method.28 The
transition moments were obtained at the CASSCF level, while CASPT2
excitation energies were used in the expression for the oscillator
strength. The CASSCF/CASPT2 calculations were performed with the
MOLCAS-3.1 quantum chemistry software,29 and all calculations were
run on IBM RS6000 workstations.
2.3. A Model of the Surrounding Protein and Solvent. A

calculation of the spectrum was also performed on Cu(imidazole)2-
(SH)(SH2)+ without symmetry, using the experimental geometry of
poplar plastocyanin at 133 pm resolution (PDB file 1PLC).5 The system
was truncated by hydrogen atoms placed at standard bond lengths in
the direction of the removed carbon atom.
In order to estimate the effect of the surrounding protein, a second

set of calculations was performed on this model surrounded by 5232
point charges, representing the remaining protein atoms, all crystal water
molecules, and a sphere of solvent water molecules with a radius of
2.4 nm. Each atom was assigned a point charge taken from the Amber
4.1 force field.30 All Asp and Glu residues were treated as anions,
and all Lys and Arg residues as cations. The first and last amino acids
of the protein were also charged. The only two His residues in the
protein are copper ligands, and it is clear from the crystal structure
that the protons are bound to the Nε2 atoms. The only Cys residue is
also a copper ligand and was treated as an anion. The charge of atoms
directly connected to the junction carbon atoms (the atoms that are
converted to hydrogen atoms in the quantum chemical calculations,
i.e. Câ in Cys and His and Cγ in Met) were set to 0, and the charges of
the rest of the atoms in the amino acid were uniformly scaled, so that
the total residue charge vanishes (a change of less than 0.006 e/atom).
The positions of the solvent water molecules and the protein

hydrogen atoms were determined by a 22.5 ps simulated annealing by
molecular dynamics (hydrogen atoms are present in the PDB file, but
they make several unphysically short bonds; therefore all hydrogen
positions were recalculated). The temperature was kept at 300 K during
the first 7.5 ps and was then decreased linearly with time to 0 K at the
end of the simulation. The time constant for the temperature coupling
to a heat bath was kept at 0.2 ps during the first 7.5 ps, it was then
increased to 1.0 ps for 7.5 ps, decreased to 0.5 ps for 4.5 ps, and was
set to 0.05 ps, during the last 3 ps of the simulation. The simulated
annealing was concluded by a 10 000 step molecular mechanics
minimization. In all simulations, a nonbounded cutoff of 2.0 nm was
applied (nonbonded interactions between 1.5 and 2.0 nm were calculated
only once every 25 time steps), the neighbor list was updated every 25
time step (the time step was 1.5 fs), a dielectric constantε ) 1 was
used, and the bond lengths were kept at their equilibrium values with
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Figure 1. The optimized structure of Cu(imidazole)2(SCH3)(S(CH3)2)+

in Cs symmetry.

Table 2. ANO Basis Sets Used for the Calculation of the Spectra

basis Cu S N C Haa Hb
a

primitive 17s12p9d4f 13s10p4d 10s6p3d 10s6p3d 7s3p 7s3p
contracted to

A 6s4p3d1f 4s3p1d 3s2p 3s2p 2s 2s
B 6s4p3d1f 4s3p1d 3s2p 3s2p 2s 1s
C 6s5p4d2f 5s4p2d 4s3p1d 4s3p1d 2s1p 2s1p
Db 8s7p6d1f 4s3p1d 3s2p 3s2p 2s 2s

aHa ) hydrogen bound to S; Hb ) hydrogen bound to N,C.bWith
uncontracted s,p,d functions in the Cu core-valence region.
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the SHAKE algorithm. All heavy atoms present in the PDB file were
kept fixed and no bonds between copper and the ligands were defined.
The charges on the copper ion and its ligands were taken from a
quantum chemical calculation on Cu(imidazole)2(SCH3)(S(CH3)2)+

without symmetry.22 The software Amber version 4.131with the Cornell
et al. 1995 force field30 was used.

3. Results and Discussion

3.1. The Electronic Structure of Plastocyanin. The
electronic structure of plastocyanin in the ground state and in
the lowest excited states can best be characterized by analyzing
the singly occupied orbital in each state. These orbitals for Cu-
(imidazole)2(SCH3)(S(CH3)2)+ are shown in Figure 2 and their
main atomic orbital components are listed in Table 3. The
singly occupied orbital in the ground state, X2A′′, is aπ-anti-
bonding orbital involving the Cu 3dxy and SCys 3py atomic
components. It also forms weakσ-antibonding interactions
between copper and the two nitrogen ligands. The orbital is
strongly delocalized over the Cu-SCys bond (54% Cu 3d and
45% SCys character). It does not, however, contain any
contribution from SMet, which indicates that the bond between
the methionine residue and copper is purely electrostatic in
nature. The c2A′′ state has the correspondingbondingorbital
between Cu 3dxy and SCys 3pπ singly occupied. This orbital is
also strongly delocalized over the bond, and has the same
percentage SCysand copper character as the ground-state orbital.
Similarly, the lowest state in the other symmetry, a2A′, and

the d2A′ state have a single electron in theσ combination of
Cu 3dx2-y2 and SCys 3px; the singly occupied orbital in a2A′ is

the antibonding combination and in d2A′ the corresponding
bonding combination. These two orbitals are also strongly
delocalized along the Cu-SCys bond.
In the b2A′′, b2A′, and c2A′ states, the singly occupied orbitals

are almost pure Cu 3d: dyz, dz2, and dxz, respectively. In b2A′
it contains a small amount of aσ antibond to SMet 3pz. The
corresponding bonding interaction is found in the e2A′ state,
which is mainly localized on SMet (except in Cu(imidazole)2-
(SH)(SH2)+, where this state represents a charge transfer from
imidazoleπ; the SH2 f Cu transition appears at even higher
energy). The d2A′′ state, finally, has an almost pure imidazole
π orbital singly occupied.
Formally, the c,d2A′′ and the d,e2A′ states represent charge-

transfer transitions and the other four states represent ligand-
field transitions. This interpretation is confirmed by the Cu 3d
occupation numbers for the different states listed in Table 4.
The ground state and the a2A′ states have a population around

(31) Pearlman, D. A.; Case, D. A.; Caldwell, J. W.; Ross, W. S.;
Cheatham, T. E.; Ferguson, D. M.; Seibel, G. L.; Singh, U. C.; Weiner, P.
K.; Kollman, P. A. Amber Version 4.1; University of California: San
Francisco, CA, 1995.

Figure 2. The singly occupied natural orbitals for the ground state (X2A′′) and the eight lowest excited states of Cu(imidazole)2(SCH3)(S(CH3)2)+.

Table 3. Main Atomic Orbital Components of the Singly
Occupied Orbital for the Different Excited States in
Cu(imidazole)2(SCH3)(S(CH3)2)+

state molecular orbitala

X2A′′ 51% Cu3dxy + 3% Cu3dyz+ 45% SCys+ 1% Im
a2A′ 3% Cu3dz2 + 19% Cu3dxz+ 44% Cu3dx2-y2 +

5% Cu4s+ 3% Cu4p+ 1% SMet + 25% SCys
b2A′ 85% Cu3dz2 + 9% Cu3dx2-y2 + 5% SMet + 1% Im
b2A′′ 19% Cu3dxy + 74% Cu3dyz+ 6% SCys
c2A′ 3% Cu3dz2 + 69% Cu3dxz+ 27% Cu3dx2-y2
c2A′′ 29% Cu3dxy + 24% Cu3dyz+ 46% SCys+ 1% Im
d2A′ 4% C3dz2 + 11% Cu3dxz+ 20% Cu3dx2-y2 +

4% Cu4s+ 3% Cu4p+ 58% SCys
e2A′ 5% Cu3dz2 + 2% Cu4s+ 2% Cu4p+ 91% SMet
d2A′′ 100% Im

a SCys ) cysteine, SMet ) methionine, Im) imidazole.
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9.4, indicating a delocalized orbital with mainly Cu character.
The states with the corresponding bonding orbitals singly
occupied (c2A′′ and d2A′) have, in general, larger SCyscharacter
and thus a higher Cu 3d population, around 9.6. However, only
a small amount of charge (0.2 electrons) is transferred in these
excitations, so the term charge transfer is a bit misleading. They
are better characterized as transitions from a bonding to an
antibonding orbital (with only a small shift in the polarity),
which also explains the large intensity. On the other hand, the
almost pure ligand-field states (b,c2A′ and b2A′′) have Cu 3d
populations around 9.1 and the almost pure charge-transfer
transitions (e2A′ and d2A′′) have around 9.95 Cu 3d electrons.
For these states, the classification as ligand-field and charge-
transfer transitions is more appropriate.
3.2. The Copper-Cysteine Bond. The Cu-Cys bond

seems to be the crucial factor for the spectral properties of the
blue copper proteins and probably also for several other unusual
characteristics of these proteins. It turns out that the polarity
of this bond in plastocyanin strongly depends on the method
used in the calculation. The problem is illustrated by the data
in Table 4. Column 7 gives the Cu 3d populations for Cu-
(imidazole)2(SH)(SH2)+ in Cs symmetry. The orbitals were
obtained from two state-average CASSCF calculations including
all states of2A′ and2A′′ symmetry, respectively. This gives a
3d population in the ground state of 9.39 electrons and 9.58
electrons in the c2A′′ state. Column 12 shows the results
obtained inC1 symmetry where the averaging included the
lowest seven electronic states. The 3d population of the ground
state has now decreased (a more ionic bond) to 9.24 electrons
and that of the charge-transfer state has increased to 9.81. On
the other hand, using fully optimized orbitals (single-state
CASSCF calculations) leads to two different stationary CASSCF
solutions for the X2A′′ state with very similar energies,
corresponding to d9 and d10 respectively, while the c2A′′ state
now obtains a 3d population close to 9.5. Unfortunately, this
approach cannot be used to compute the electronic spectrum,
since it is impossible to converge single-state CASSCF wave
functions for all the excited states.

The sensitivity of the charge distribution of the Cu-Cys bond
makes it very hard to arrive at a conclusive value for the polarity.
Such a calculation would require a much larger MCSCF wave
function, which includes the majority of the dynamic electron
correlation effects. It might be worth mentioning that the
MB3LYP calculations gives a 3d population close to 9.5 for
the ground state.

3.3. Influence of the Basis Sets, Correlation of the Cu 3s
and 3p Electrons, and Relativistic Effects on the Spectrum.
The CASPT2 method has mainly been used on small chro-
mophores where the size is a moderate problem.13 However,
the size of the chromophore in the blue copper proteins is so
large that all reasonable approximations to reduce the size of
the system are necessary. In order to verify that these
approximations do not affect the result, several test calculations
on the smallest model were performed.

First, the influence of the basis sets was examined. Table 5
shows the energies of the seven lowest transitions for Cu(NH3)2-
(SH)(SH2)+. It can be seen in the last three columns that when
the large basis set C is truncated to the smaller basis set A
(which is used for the other systems) the transition energies
increase for all transitions. However, the change is small for
all states (100-250 cm-1 for ligand-field transitions, and about
500 cm-1 for charge-transfer transitions), except for the highest
state (e2A′) where it is 2300 cm-1. Thus, the small basis sets
can safely be used for the six lowest transitions.

In calculations on the model systems with imidazole ligands,
the slightly smaller basis set B was used. It has a 1s contraction
for all hydrogens, except those directly bound to sulfur. Test
calculations on Cu(imidazole)2(SH)(SH2)+ showed that the
effect on the computed spectrum of reducing the basis set for
the imidazole hydrogens was small (less than 200 cm-1) for all
transitions except e2A′ and d2A′′ (charge-transfer transitions
from the imidazole rings), where it was 700-800 cm-1.
Reduction of the basis set on the methyl hydrogens gave a
somewhat larger effect: calculations on Cu(NH3)2(SCH3)-

Table 4. Occupation Numbers of the Cu 3d Orbitals in the Ground State and the Different Excited States of the Model Complexes

Cu(NH3)2SXSY2 (Cs) Cu(Im)2SXSY2 (Cs)

Cu(Im)2SHSH2 (C1)

state
X ) H
Y ) H

X ) CH3

Y ) H
X ) H
Y ) CH3

X ) CH3

Y ) CH3

X ) C2H5

Y ) CH3

X ) H
Y ) H

X ) CH3

Y ) H
X ) H
Y ) CH3

X ) CH3

Y ) CH3

X ) C2H5

Y ) CH3 opta expa

X2A′′ 9.38 9.47 9.34 9.43 9.44 9.39 9.49 9.36 9.47 9.47 9.24 9.29
a2A′ 9.38 9.54 9.36 9.43 9.43 9.33 9.46 9.31 9.37 9.36 9.30 9.34
b2A′ 9.09 9.08 9.11 9.10 9.10 9.04 9.05 9.09 9.08 9.08 9.06 9.05
b2A′′ 9.07 9.08 9.08 9.09 9.09 9.04 9.06 9.06 9.08 9.08 9.05 9.05
c2A′ 9.04 9.05 9.04 9.04 9.04 9.03 9.04 9.03 9.03 9.03 9.04 9.05
c2A′′ 9.69 9.58 9.71 9.60 9.60 9.58 9.45 9.58 9.46 9.51 9.81 9.74
d2A′ 9.68 9.52 9.71 9.64 9.64 9.69 9.56 9.72 9.66 9.66 9.75 9.70
e2A′ 9.97 9.95 9.94 9.95 9.95 9.99 9.94 9.93 9.94 9.94
d2A′′ 9.97 9.97 9.97 9.97 9.97

a opt ) at the optimizedCs geometry, but calculated without symmetry; exp) using the experimental structure.

Table 5. The Spectrum of Cu(NH3)2(SH)(SH2)+ (in cm-1), Calculated at the CASPT2 Level with Different Basis sets:∆E ) ∆Eval + ∆Erel
+ ∆E3s,3pa

∆Eval ∆Erel ∆E3s,3p ∆E

state A C D A C D A C D A C D

a2A′ 4 353 4 158 4 330 +144 +127 +126 -70 -73 -58 4 427 4 212 4 398
b2A′ 13 447 13 161 13 187 -236 -239 -230 -555 -509 -553 12 656 12 413 12 404
c2A′ 15 685 15 398 15 404 -290 -291 -282 -594 -547 -598 14 801 14 560 14 524
b2A′′ 15 452 15 306 15 217 -263 -257 -262 -353 -296 -369 14 836 14 753 14 586
c2A′′ 13 214 12 805 13 084 +277 +258 +263 +622 +613 +689 14 113 13 676 14 036
d2A′ 19 137 18 600 19 047 +430 +404 +417 +536 +539 +613 20 103 19 543 20 077
e2A′ 31 229 29 292 30 684 +546 +505 +523 +722 +395 +759 32 497 30 192 31 966

a ∆Eval includes no relativistic effects and only correlation of valence electrons; the effects of adding relativistic corrections and Cu 3s,3p correlation
on the excitation energies are given in∆Erel and∆E3s,3p, respectively.
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[S(CH3)2]+ with basis set B resulted in excitation energies that
were between 140 and 560 cm-1 lower than those obtained with
basis A.
Second, the size of the relativistic corrections (∆Erel) was

examined. They are shown in the second section of Table 5.
The corrections are rather small for all states, positive for the
charge-transfer transitions (260-550 cm-1), and negative for
the ligand-field transitions (-230 to-290 cm-1), except for
the lowest transition (+130 cm-1). The basis sets effect is
minimal; the maximum difference is 40 cm-1.
Third, the Cu 3s,3p correlation was studied by including these

electrons in the CASPT2 treatment of dynamic correlation
effects. Since all pair excitations are included, the calculations
include both core-core and core-valence effects. In general,
normal basis sets are too small to give an appropriate description
of the correlation of the electrons in the Cu 3s and 3p orbitals.13

In order to estimate the size of this correlation, calculations with
larger basis sets that are decontracted in the Cu 3s,3p,3d region
have to be used. Basis set D in Table 2 was constructed with
this aim. The size of the 3s,3p-correlation correction is shown
in the third section in Table 5. Again, the effect is small:-70
to +600 cm-1 for ligand-field transitions and+610 to-760
cm-1 for charge-transfer transitions. Moreover, the basis set
effect is small, maximally 80 cm-1, indicating that for our blue
copper models, the small effect of Cu 3s,3p correlation can be
reasonably estimated already with the small basis set A.
Even if the effect of relativistic corrections and 3s,3p

correlation is small, they act in the same direction and their
effects differ between the ligand-field and charge-transfer
transitions (both effects favor the states with the lowest Cu 3d
population). Thus, their combined effect may significantly alter
the relative energy of the excited states. Therefore, relativistic
corrections, calculated at the CASSCF level are included in all
energies and the effect of the Cu 3s and 3p orbitals are included
in the correlation treatment.
3.4. Influence of the Choice of Model System and the

Geometry on the Spectrum. In the blue copper proteins, the
copper ion is coordinated to two histidines, one cysteine, and
one methionine. These ligands were modeled in several
different ways; histidine was modeled as NH3 or imidazole;
cysteine as SH-, SCH3-, or SC2H5

-; and methionine as SH2 or

S(CH3)2. In order to examine the influence of the choice of
the models on the spectrum, all combinations were tested. The
results are gathered in Tables 6 and 7.
When ammonia is replaced by imidazole the excitation energy

of all states increase by 800-1900 cm-1, except for the ligand-
field transitions b2A′, b2A′′, and c2A′, which are barely affected
(<700 cm-1). It is notable that only complexes including
imidazole give the correct order of the two most intense
transitions, b2A′′ and c2A′′.
When SH- is replaced by SCH3- all excitation energies

increase by 300-5200 cm-1, except for d2A′. On the other
hand, substituting S(CH3)2 for SH2 decreasesall excitation (by
500-6800 cm-1; consequently, the results obtained with Cu-
(imidazole)2(SH)(SH2)+ and Cu(imidazole)2(SCH3)(S(CH3)2)+

are quite similar, except for d2A′ (the difference is less than
1900 cm-1). Further replacing SCH3- by SC2H5

- has a very
small effect on all excitation energies (less than 220 cm-1). This
is a bit surprising, since Zerneret al. report appreciable changes
in the spectrum (2100 cm-1 down shifts) when the chromophore
in rubredoxin is modeled by Fe(SC2H5)4 instead of Fe(SCH3)4.32

In conclusion, Cu(imidazole)2(SCH3)(S(CH3)2)+ seems to the
smallest system that gives converged excitation energies.
Unfortunately, such a large system can be treated by the
CASPT2 method only if it is forced to have a plane of symmetry
(as was done for the systems in Table 6 and 7). This is not the
optimal structure, however; a more stable structure is obtained
if the two imidazole rings are tilted with respect to each other,
and this is also the conformation found in the proteins.
Therefore, the spectrum was also calculated for Cu(imidazole)2-
(SH)(SH2)+ at the experimental geometry without symmetry.
The results were corrected for the ligand truncations using the
data in Table 7.
As can be seen in Table 1, the quantum chemically optimized

structures differ from the experimental structure in several details
(it must, although, be remembered that there is appreciable
uncertainty in the experimental structure also). For example,
the Cu-SCys distance seems to be a few picometers too long
and the Cu-SMet distance is about 20 pm too short in the larger

(32) Stavrev, K. K.; Zerner, M. C.Int. J. Quantum Chem.: Quantum
Biol., Symp. 1995, 22, 155-159.

Table 6. The Spectrum of Different Blue Copper Models Cu(NH3)2SXSY2, Calculated by the CASPT2 Methoda

excitation energy (oscillator strength)

final state X) H; Y ) H X ) CH3; Y ) H X ) H; Y ) CH3 X ) CH3; Y ) CH3 X ) C2H5; Y ) CH3

a2A′ 4 427 4 782 2 716 3 182 3 322
b2A′ 12 656 15 504 9 002 11 558 11 598
b2A′′ 14 836 (0.0046) 16 924 (0.0118) 12 495 (0.0049) 14 218 (0.0111) 14 264 (0.0113)
c2A′ 14 801 17 340 12 768 15 148 15 192
c2A′′ 14 113 (0.1370) 15 276 (0.1600) 13 308 (0.1211) 14 092 (0.1445) 14 135 (0.1456)
d2A′ 20 103 (0.0005) 20 144 (0.0004) 18 998 (0.0005) 17 851 (0.0004) 17 840 (0.0004)
e2A′ 32 497 36 346 26 200 29 177 29 185

a Excitation energies are given in cm-1.

Table 7. The Spectrum of Different Blue Copper Models Cu(imidazole)2SXSY2, Calculated by the CASPT2 Methoda

excitation energy (oscillator strength)

final state X) H; Y ) H X ) CH3; Y ) H X ) H; Y ) CH3 X ) CH3; Y ) CH3 X ) C2H5; Y ) CH3

a2A′ 5 237 5 561 3 762 4 302 4 520
b2A′ 13 330 15 835 9 162 11 647 11 767
b2A′′ 14 776 (0.0034) 16 650 (0.0082) 12 751 (0.0042) 14 243 (0.0091) 14 337 (0.0094)
c2A′ 14 636 16 815 12 630 14 890 14 894
c2A′′ 15 403 (0.1345) 16 650 (0.1651) 14 908 (0.1202) 15 933 (0.1500) 16 004 (0.1517)
d2A′ 21 506 (0.0007) 20 890 (0.0006) 20 143 (0.0007) 18 861 (0.0005) 18 949 (0.0006)
e2A′ 33 037 38 283 27 899 31 264 31 272
d2A′′ 33 127 35 802 32 611 34 992 35 083

a Excitation energies are given in cm-1.
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systems. Furthermore, these two distances vary considerably
between different types of blue copper proteins.2 Therefore,
we decided to examine the effect on the excitation energies when
these distances were changed systematically.
The effect of the Cu-S bond lengths on the excitation

energies can be seen in Table 8. The structures were obtained
with the MB3LYP method by a constrained optimization of Cu-
(NH3)2(SH)(S(CH3)2)+ with either the Cu-SCys distance fixed
to 213, 208, and 203 pm, or the Cu-SMet distance fixed to 268,
278, and 288 pm. The rest of the geometry was optimized. Of
course, a change in one Cu-S distance affects the other distance,
but the effect is not very large; when the Cu-SCys distance is
decreased, the Cu-SMet distance increases slightly, but the Cu-
SCys distance hardly changes at all when the Cu-SMet distance
is changed.
When the Cu-S distances are changed from the optimized

values (left column) to the near-experimental values (right
column), the a2A′ transition energy increases about 1300 cm-1

both by the change in the Cu-SCysand Cu-SMet distances. The
ligand-field states b2A′, b2A′′, and c2A′ increase about 3000
cm-1 when the Cu-SCys distance is decreased and 1700-2900
cm-1 when the Cu-SMet distance increases. For the two
cysteine to copper charge-transfer states d2A′ and c2A′′,
naturally, the effect of changing the Cu-SMet distance is limited
(<500 cm-1), while a very strong effect of the Cu-SCysdistance
is found: 4000-4500 cm-1. Similarly, the e2A′ state (charge
transfer to SMet) is indifferent to the Cu-SCysdistance, but very
sensitive to the Cu-SMet bond length (it decreases by 3700 cm-1

when the distance increases with 30 pm). The d2A′′ state is
not present in the ammonia complexes, but judging from the
results for the other charge-transfer transitions, the effect of a
change in the Cu-S bond lengths can be expected to be small,
since the state involves a imidazole to copper charge transfer.
Overall, the excitation energies depend strongly on the

geometry. For most states the effect of the geometry is more
important than the effects due to the model substitutions shown
in Tables 6 and 7. It is notable that the different optimized
geometries have very similar Cu-SCys distances, so that the
effect of the Cu-SCys distance and the ligand substitution are
separable. This is not the case for the Cu-SMet distance,
however. It strongly depends on whether the methionine ligand
is modeled as SH2 or S(CH3)2. Oddly enough, the effect of the
ligand substitution on the excitation energy for the e2A′ state is

opposite to what could be expected from the concomitant
changes in the Cu-SMet distance.
The strong dependence of the excitation energies on the Cu-

SCys bond length is notable. Measured excitation energies of
the dominant blue band for plastocyanin and other normal (not
rhombic) type 1 blue copper proteins (e.g. azurin and amicyanin)
from different sources range between 16 000 and 16 800 cm-1.33

According to the results in Table 8, such a range corresponds
to a variation in the Cu-SCys bond length of less than 4.3 pm.
This is much less than the variation found in crystal structures,
which is probably due to the relatively low accuracy of measured
distances (about 12 pm34). The small variation is a natural
consequence of the strong Cu-SCysbond if the copper complex
is in a relaxed equilibrium state as we have suggested.22

However, it is hard to explain if the cupric geometry is imposed
by the protein, as frequently has been assumed before.35,36

3.5. Comparison with the Experimental Spectrum. We
are now prepared to collect the results and compare them to
the experimental spectrum. This is done in Table 9 for the six
lowest transitions. The most reliable results are obtained with
Cu(imidazole)2(SH)(SH2)+ at the crystal geometry (column C),
including the effect of the surrounding protein and solvent by
point charges (column D), and correcting for the truncation of
the cysteine and methionine models (using the results in Table
7, column E). The resulting excitation energies are in agreement
with the experimental energies (column F);8 in no instance is
the difference in the energies greater than 1800 cm-1. The
largest error occurs for the charge-transfer transition d2A′, while
the ligand-field transition energies are almost exactly reproduced
by the calculations.
This excellent agreement is probably somewhat fortuitous,

however. The computed CASPT2 energies depend somewhat
on the choice of orbitals. The excitation energies were obtained
with orbitals optimized in state average CASSCF calculations,
as discussed above. The first-order wave function includes
single excitations and the method should therefore to some
extent correct for the use of nonoptimal orbitals. Still, the

(33) Andrew, C. R.; Yeom, H.; Valentine, J. S.; Karlsson, B. G.;
Bonander, N.; van Pouderoyen, G.; Canters, G. W.; Loehr, T. M.; Sanders-
Loehr, J.J. Am. Chem. Soc. 1994, 116, 11489-11498.

(34) Fields, B. A.; Bartsch, H. H.; Bartunik, H. D.; Cordes, F.; Guss, J.
M.; Freeman, H. C.Acta Crystallogr. 1994, D50, 709-730.

(35) Malmström, B. G.Eur. J. Biochem. 1994, 223, 207-216.
(36) Williams, R. J. P.Eur. J. Biochem. 1995, 234, 363-381.

Table 8. The Spectrum of Cu(NH3)2(SH)(S(CH3)2)+ at Different (Partially Optimized) Geometries, Calculated using CASPT2a

excitation energy (oscillator strength)

final state
r(Cu-SCys) ) 218 pm
r(Cu-SMet) ) 258 pm

r(Cu-SCys) ) 213 pm
r(Cu-SMet) ) 259 pm

r(Cu-SCys) ) 208 pm
r(Cu-SMet) ) 263 pm

r(Cu-SCys) ) 203 pm
r(Cu-SMet) ) 265 pm

a2A′ 2 716 3 261 3 744 4 092
b2A′ 9 002 10 210 11 208 12 201
b2A′′ 12 495 (0.0049) 13 516 (0.0047) 14 449 (0.0043) 15 400 (0.0042)
c2A′ 12 768 14 002 14 864 15 780
c2A′′ 13 308 (0.1211) 14 243 (0.1261) 15 950 (0.1378) 17 753 (0.1490)
d2A′ 18 998 (0.0005) 19 871 (0.0007) 21 408 (0.0007) 22 956 (0.0009)
e2A′ 26 200 25 418 25 593 25 907

excitation energy (oscillator strength)

r(Cu-SMet) ) 258 pm
r(Cu-SCys) ) 218 pm

r(Cu-SMet) ) 268 pm
r(Cu-SCys) ) 218 pm

r(Cu-SMet) ) 278 pm
r(Cu-SCys) ) 217 pm

r(Cu-SMet) ) 288 pm
r(Cu-SCys) ) 217 pm

a2A′ 2 716 3 261 3 744 4 109
b2A′ 9 002 10 267 11 091 11 898
b2A′′ 12 495 (0.0049) 13 303 (0.0045) 13 876 (0.0041) 14 398 (0.0034)
c2A′ 12 768 13 698 14 141 14 543
c2A′′ 13 308 (0.1211) 12 825 (0.1173) 13 065 (0.1202) 13 084 (0.1220)
d2A′ 18 998 (0.0005) 18 709 (0.0005) 19 052 (0.0005) 19 346 (0.0005)
e2A′ 26 200 24 138 23 353 22 492

a Excitation energies are given in cm-1.
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energies are affected. Thus, increasing the number of states in
the average from four to seven, the ground state CASPT2 energy
increases by 2200 cm-1, while that of the c2A′′ state decreases
by 1100 cm-1. The other states are much less affected.
Consequently, the increasing ground state energy decreases all
excitation energies by between 1000 and 2000 cm-1. The
relative energy of the c2A′′ state is even more severely affected,
by about 3000 cm-1 (compare columns A and B in Table 9).
As a coincidence, the effect on the excitation energies due to
the increase in the number of states in the average CASSCF
calculations at the optimum geometry is of the same size but
with reversed sign compared to the difference in excitation
energies between the experimental and the optimum geometry.
As a result, theCs spectrum obtained for Cu(imidazole)2(SH)-
(SH2)+ at its optimum geometry (column A) and theC1 spectrum
at the experimental structure (column C) are only slightly
different.
The difference in the excitation energies between the optimal

and the experimental structure of Cu(imidazole)2(SH)(SH2)+

(columns B and C) is mainly due to the change in the Cu-SCys
distance. The change in the Cu-SMet distance is rather small.
Consequently, all energies increase. The influence of the
surrounding protein on the spectrum should be noted. It varies
between-1938 cm-1 for b2A′ to +1063 cm-1 for d2A′. The
excitation energies of the ligand-field states decrease while they
increase for the two charge-transfer states. Thus, the effect is
considerable and cannot be neglected.
The calculated oscillator strengths are reasonable, although

far from perfect. Still, they are accurate enough to confirm the
assignment of the experimental bands based on the calculated
excitation energies. The strongest band in the spectrum
undoubtedly corresponds to the c2A′′ state, i.e. the transition
from the π-bonding Cu 3d-SCys 3p orbital. This excitation
gains its high intensity from the extremely large overlap between
the singly occupied orbitals in the X2A′′ and c2A′′ states (c.f.
Figure 2). This interpretation is in accord with earlier assign-
ments.8,11

The second most intense band corresponds to the ligand-field
transition to the Cu 3dyz orbital (b2A′′) which gains intensity
by mixing in a small amount of SCys 3pπ (they are of the same
symmetry). The band at 18 700 cm-1 corresponds to the d2A′
state, the excitation from the SCys σ-bonding orbital. This
transition becomes slightly more intense in theC1 structure,
probably as the result of some mixing between the Cu-SCys σ
and Cu-SCys π bonds. The remaining three bands are weak
ligand-field transitions, namely Cu 3dx2-y2 (+ SCys 3pσ), 3dz2,
and 3dxz, ordered by increasing energy. This order of the dx2-y2

and the dz2 states differs from the one suggested by Solomonet
al.,8 but their excitation energies support our assignment.
There are three weak bands in the experimental spectrum, at

21 390, 23 440, and 32 500 cm-1, that are outside the range
shown in Table 9. Solomonet al.8 assign the 21 390 and 32 500
cm-1 bands to charge-transfer transitions from the imidazoleπ

system to copper and the 23 440 cm-1 band to a SMet to copper
charge-transfer excitation. Our calculations include both the
SMet f Cu and the lowest imidazolef Cu transitions (e2A′
and d2A′′, respectively), but only for the models with a
symmetry plane. The e2A′ excitation is predicted at 31 300
cm-1 for the best model system, but the excitation energy
depends strongly on the Cu-SMet bond length; if this distance
was corrected to the experimental value, the excitation energy
would decrease by almost 4000 cm-1 (Table 8). Furthermore,
this transition suffers quite a bit from the basis set incomplete-
ness; as shown in Table 5, a better basis set would also decrease
the energy of this transition. Therefore, Solomon may be right
in attributing the SMet to Cu charge-transfer transition to the
23 440 cm-1 band.
The d2A′′ transition, on the other hand, is calculated at 35 083

cm-1 for the best model system, and it seems to be much more
stable to changes in the geometry and basis sets. Therefore,
this transition most likely corresponds to the band observed
around 32 500 cm-1.
Thus, the 21 390 cm-1 band remains unassigned. Our

calculations indicate that Solomon’s interpretation of this band
as an imidazoleπ to copper charge-transfer transition is
incorrect, but give no clue to its actual character. Furthermore,
there is strong experimental evidence that this transition involves
the cysteine sulfur rather than imidazole: the resonance Raman
spectrum of several blue copper proteins resulting from excita-
tions around 460 nm (21 700 cm-1) is very similar to those
obtained from excitation of the bright blue band around 600
nm (16 700 cm-1), which undoubtedly originate from a SCysf
Cu charge transfer.37

It is notable that the 21 390 cm-1 band directly corresponds
to the bright line observed around 450 nm in the spectra of
some blue copper proteins, e.g. nitrite reductase and stellacyanin.
This leads us to suggest that the 21 390 cm-1 line is due to
some sort of intrinsic contaminant, i.e. a copper center in
plastocyanin with a modified structure. This modification may,
for example, be a water molecule replacing one of the normal
ligands. However, some evidence points to an even more
suggestive explanation.
Nitrite reductase is an interesting protein, having exactly the

same copper ligands, but a different coordination geometry,
spectrum, and EPR characteristics.9,38 Our preliminary results39

indicate that this is because nitrite reductase has a different
ground state, viz. a strongly distorted square-planar structure
arising from the a2A′ state with a Cu-SCys σ bond. The
structure is distinctly unsymmetric so that the a2A′ and X2A′′

(37) Han, J.; Loehr, T. M.; Lu, Y.; Valentine, J. S.; Averill, B. A.;
Sanders-Loehr, J.J. Am. Chem. Soc. 1993, 115, 4256-4263.

(38) Adman, E. T.; Godden, J. W.; Turley, S.J. Biol. Chem. 1995, 270,
27458-27474.

(39) Pierloot, K.; De Kerpel, J. O. A.; Olsson, M. H. M.; Ryde, U.;
Eriksson, L.; Roos, B. O. Degeneracy in blue copper proteins- a theoretical
investigation of the structure, spectrum and EPR parameters of nitrite
reductase. To be published, 1997.

Table 9. The Spectrum of Cu(imidazole)2(SH)(SH2)+ Calculated by the CASPT2 Methoda

excitation energy (oscillator strength)

final state A B C D E F

a2A′ 5 237 3 880 5 441 4 836 4 119 5 000
b2A′ 13 330 11 577 14 475 12 537 10 974 10 800 (0.0031)
b2A′′ 14 776 (0.0034) 12 996 (0.0014) 15 356 (0.0028) 13 556 (0.0015) 13 117 (0.0015) 12 800 (0.0114)
c2A′ 14 636 12 821 15 084 (0.0004) 13 235 (0.0003) 13 493 (0.0003) 13 950 (0.0043)
c2A′′ 15 403 (0.1345) 12 393 (0.0886) 15 948 (0.1189) 16 970 (0.1032) 17 571 (0.1032) 16 700 (0.0496)
d2A′ 21 506 (0.0007) 20 243 (0.0008) 22 093 (0.0010) 23 156 (0.0014) 20 599 (0.0014) 18 700 (0.0048)

a (A) optimized geometry (Cs); (B) optimized geometry (C1); (C) experimental geometry (C1); (D) experimental geometry with surrounding
point charges; (E) same as D but corrected for the effects of replacing SH by SC2H5 and SH2 by S(CH3)2 (corrections taken from Table 7); (F)
experimental excitation energies and oscillator strengths [8]. All excitation energies are given in cm-1.
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states can mix. As a result, at least four transitions gain
significant intensities.
Furthermore, the two structures are almost degenerate; the

energy difference seems to be less than 5 kJ/mol. This means
that both structures may be occupied at ambient temperatures,
and therefore the spectrum could be a mixture of the two spectra
arising from different geometries. Since the band around 21 700
cm-1 is so bright in the nitrite reductase spectrum, it might
become visible also in the plastocyanin spectrum. Because it
originates from a SCys to copper transition in the nitrite reductase
spectrum, it will have cysteine character also in the plastocyanin
spectrum. Furthermore, this would explain why more lines have
significant intensity in the experimental spectrum of plastocyanin
than in the theoretical spectrum. These points will be thoroughly
discussed in a forthcoming publication.39

4. Conclusions

We have presented results from a theoretical study of the
electronic spectrum of the blue copper protein plastocyanin.
Geometries were optimized using the MB3LYP density func-
tional method and the spectrum was computed using multicon-
figurational wave functions with dynamic correlation effects
estimated by second-order perturbation theory (CASPT2). The
calculated spectrum is in agreement with experiment. The
comparison between theory and experiment is not without
problems, however. The excitation energies have been found
to depend strongly on the geometry, and uncertainties in the
experimental determination of the structure as well as possible
errors in the computed geometries affect the result.
It should also be emphasized that the theoretical methods used

are afflicted with uncertainties. The size of the system has made
it necessary to limit the basis sets; the effect from the part of
the protein not included in the quantum chemical treatment and
the solvent are only approximately taken into account; the
flexibility of the structure introduces some uncertainty in the
theoretical geometry optimizations, and the CASPT2 method
has an inherent error of about 2000 cm-1. However, the most
serious problem encountered during this study is the difficulty
in describing the polarity of the Cu-SCys bond. The results
strongly depend on the theoretical method used and this
ambiguity will also affect the spectral properties. Problems of
this type occur in systems where the character of the wave
function strongly depends on dynamic electron correlation.
Normally, such effects do not have a large influence on the
electronic density. The CASSCF/CASPT2 approach is devised
to deal with situations where the CASSCF wave function gives

a good representation of the true wave function. The situation
here is more difficult, since the polarity of the Cu-SCys bond
depends strongly on electron correlation. The problem can be
resolved by allowing the reference function to relax under the
influence of the electron correlation terms. Such approaches
have been devised, but are not yet at the stage where they can
be applied to systems of the present size.
Most of the approximations introduced in the calculations

have been tested by careful studies of the smaller models. This
includes studies of effects due to the basis sets, geometry
changes, the influence of the surrounding protein and solvent,
etc. Some of these effects were found to be small but others
influence the spectrum strongly. On the basis of these model
studies and our experience from earlier studies, we expect the
present results to give an adequate description of the electronic
spectrum of plastocyanin and enable an assignment of the
experimental spectrum in the energy range 0-30000 cm-1.
Plastocyanin has been found to have a ground state of2A′′

symmetry (assuming an approximateCs symmetry for the
structure), where the cysteine sulfur isπ bonded to the metal
center. This property determines the structure of the coordina-
tion sphere (distorted trigonal pyramid) and also the main
features of the electronic spectrum. In a forthcoming publication
we shall discuss the structural and spectral properties of a similar
protein (nitrite reductase), where SCys is insteadσ bonded to
Cu.39 This results in a structure that is distorted square planar,
and it also affects the spectral properties. Thus, the Cu-SCys
bond, which has a polarity that can be easily modified by the
surrounding, and which can give rise to two different ground
state symmetries with closely similar energies, is the key
property for the understanding of the electronic and structural
characteristics of the blue copper proteins.
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Note Added in Proof: More recent results obtained from a
comparative study of the spectrum of different type 1 blue
copper proteins with the same copper ligands indicate that the
SCys 3pσ f Cu excitation (state d2A′ in Table 9) should be
assigned to the band at 21 390 cm-1 rather than to the one at
18 700 cm-1 in the plastocyanin spectrum.
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